© 2009 by The University of Chicago. All rights reserved.

Appendix D from Liu et al., “Investment-Based Expected Stock
Returns”
(JPE, vol. 117, no. 6, p. 1105)

A. Unabridged Tables
Tables D1-D4 in this appendix report the unabridged versions of tables 1, 3, 4, and 5 in the paper.

B. Robustness

This section reports detailed results from a long list of robustness tests that are described only briefly in the
paper.

1. Second-Stage GMM

The estimation and test results reported in the paper are based on one-stage GMM. Table D5 reports that the
parameter estimates from the second-stage GMM are similar to the first-stage estimates. Table D6 and figures D1
and D2 show that the inferences about the expected return errors and variance errors from the second-stage
GMM are largely similar to those from the one-stage GMM.

2. The Market Value of Debt

The estimation and test results reported in the paper are based on the book value of debt as the proxy for the
market value of debt, B, in the model. In this appendix we use the Bernanke and Campbell (1988) algorithm to
convert the book value of debt into the market value of debt. The detailed algorithm is described in Whited
(1992, 1457-58).

The imputed market values of debt are highly correlated with the book values of debt, and their use makes
little difference for the Euler equation estimation results. Table D7 reports that the parameter estimates with the
market value of debt are similar to the benchmark estimates. Table D8 and figures D3 and D4 show that the
inferences about the expected return errors and variance errors with the market value of debt are largely similar
to those with the book value of debt.

3. Value-Weighted Returns

The benchmark estimation results reported in the paper are based on equal-weighted portfolio returns. Table D9
shows that the estimates of the adjustment cost parameter, a, are somewhat smaller than those in the benchmark
estimation when we use the g-theory model to match expected returns only. The estimates of a are similar to
those in the benchmark estimation when the model is used to match both expected returns and variances.

Table D10 shows that the g-theory model performs reasonably well in accounting for the expected returns and
variances of the testing portfolios. Although the model produces an expected return error of —2.23 percent per
year (t = —1.91) for the high-minus-low SUE portfolio when matching expected returns alone, this error is only
1.74 percent per year (+ = 0.89) when matching means and variances of returns of 10 SUE portfolios
simultaneously. This error is smaller than the corresponding error of 12.37 percent per year (+ = 2.51) in the
benchmark estimation. The expected return error for the high-minus-low B/M portfolio is only —0.53 percent per
year (¢t = —0.18) when matching both expected returns and stock return variances. In contrast, this error in the
benchmark estimation with equal-weighted returns is much larger, 5.89 percent (+ = 1.08). The other aspects of
the estimation and tests are similar to the benchmark specification. More details are in the scatter plots of figures
D5 and D6.
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4. Alternative Window Length in the Standard Bartlett Kernel

We consider two alternative cases with window length in the standard Bartlett kernel different from five (the
benchmark specification). The first case has the window length of one, and the second case has the window
length of 10. Changing the window length in the Bartlett kernel does not affect the parameter estimates. Only
their standard errors, x> and p-values of various tests are affected. As such, the expected return errors and the
variance errors are identical to those in the benchmark estimation, and the scatter plots also remain the same.
Even with standard errors affected, tables D11-D14 show that the basic inferences are largely similar to those in
the benchmark estimation and tests.

5. Alternative Measures of Capital and Investment

Our basic results are robust to an alternative measure of the capital stock as the net property, plant, and
equipment (Compustat annual item 8) and to an alternative definition of investment as capital expenditures (item
128). Tables D15-D18 report the parameter estimates and Euler equation errors and figures D7-D10 report the
related scatter plots.

6. Time-Invariant Tax Rates

The benchmark specification uses time-varying tax rates. Using time-invariant tax rates measured at the sample
mean of 42.3 percent from 1963 to 2005 yields largely similar results. See table D19 for the parameter estimates
and tests of overidentification, table D20 for Euler equation errors, and figures D11 and D12 for the scatter plots
in the alternative specification with time-invariant tax rates.

7. Portfolio-Specific Tax Rates

The benchmark specification uses time-varying but portfolio-invariant tax rates. Using time-varying and
portfolio-specific corporate tax rates yields largely similar results. To measure the portfolio-specific corporate tax
rate, 7..,, we first construct firm-specific tax rates using the trichotomous variable approach of Graham (1996)
and then take the value-weighted tax rates across all firms within a given portfolio i. In estimating the model
with firm-specific tax rates, we assume that firms take these tax rates as exogenous. Table D21 reports the details
for the parameter estimates and tests of overidentification, table D22 for Euler equation errors, and figures D13
and D14 for the scatter plots in the alternative specification with time-varying and portfolio-specific tax rates.
Table D1

Descriptive Statistics of Testing Portfolio Returns

Low 2 3 4 5 6 7 8 9 High H-L m.a.e. [p]
A. 10 SUE Portfolios
r; 10.89 12.04 14.95 15.43 18.95 19.39 20.34 20.43 22.53 23.39 12.50
a’ 22.35 20.50 22.01 21.42 22.51 23.50 22.59 21.87 23.09 21.13 8.46
e —1.69 —.18 2.59 3.28 6.56 6.43 7.61 7.72 9.78 10.86 12.55 5.67 [.00]
[—.67] [—.07] [.98] [1.08] [2.17] [2.43] [3.09] [3.46] [3.37] [4.96] [12.69]
el* —4.59 —2.78 —.47 .56 1.96 3.05 4.26 6.07 6.83 9.47 14.06 4.01 [.00]
[—2.24] [—1.46] [—.37] [.24] [1.02] [1.86] [3.76] [4.99] [3.52] [6.73] [8.15]
ef —8.07 —4.56 —1.80 —242 —.04 —1.88 —1.58 4.13 6.39 5.31 13.38 3.62 [.00]
[—1.34] [—1.04] [—.41] [—.49] [.01] [.40] [.38] [1.10] [1.63] [1.37] [.58]
B. 10 B/M Portfolios
P 8.65 14.14 15.68 15.54 17.93 18.47 19.50 19.94 22.81 25.78 17.13
a’ 27.93 26.44 24.94 23.64 24.92 23.12 23.69 22.49 22.93 26.97 20.54
e —4.91 81 2.88 3.02 5.19 6.10 741 8.20 11.26 13.65 18.56 6.34 [.00]
[—1.85] [.34] [1.20] [1.26] [2.29] [2.69] [2.54] [3.06] [4.06] [3.77] [6.00]
el” —.54 2.08 1.77 —1.06 1.80 242 2.26 3.58 5.63 6.76 7.30 2.79 [.00]
[—.18] [1.26] [1.24] [—1.02] [1.81] [2.40] [1.98] [4.05] [5.81] [2.57] [2.55]
ef —5.43 —1.86 —1.56 —1.60 27 .56 .82 2.48 2.12 6.88 12.31 2.36 [.00]
[—.72] [—.27] [—.26] [—.32] [.06] [.13] [.19] [1.06] [.65] [2.40] [.21]
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C. 10 CI Portfolios

P 22.12 19.67 18.85 18.80 18.10 18.31 16.97 17.32 17.66 15.16 —6.96
o} 3242 26.17 23.73 23.31 22.26 22.25 2191 21.44 25.32 26.73 11.37

e; 8.21 7.05 6.25 6.57 5.89 6.26 4.73 5.39 4.84 1.91 —6.30 5.71 [.01]
[2.44] [2.26] [2.51] [2.34]  [2.59] [2.52] [2.10] [2.20] [1.88] [.67] [—4.49]

e 6.45 3.01 2.85 2.58 1.54 1.41 1.22 1.91 1.29 11 —6.34 2.24 [.01]
[2.90] [1.72] [2.22] [2.18]  [1.60] [1.52] [1.27] [1.79] [1.06] [.06] [—6.51]

ef 4.03 3.76 1.66 12 46 .04 —1.46 —.57 —1.09 —4.35 —8.38 1.75 [.00]
[.75] [.92] [.42] [.03] [.12] [o1] [—.29] [—-.12] [—.22] [—.82] [—.39]

Note.—For each testing portfolio i, we report in annualized percent the average stock return, 77, the stock return volatility, o7, the intercept from the CAPM
regression, e,, the intercept from the Fama-French three-factor regression, e/”, and the model error from the standard consumption-CAPM, ef. The H—L portfolio
is long in the high portfolio and short in the low portfolio. The heteroscedasticity- and autocorrelation-consistent z-statistics for the model errors are reported in
brackets beneath the corresponding errors. m.a.e. is the mean absolute error in annual percent for a given set of 10 testing portfolios. For the CAPM and the Fama-
French model, the p-values in brackets in the last column are for the Gibbons, Ross, and Shanken (1989) tests of the null hypothesis that the intercepts for a given
set of portfolios are jointly zero. For the standard consumption-CAPM the p-values are for the x* test from one-stage GMM that the moment restrictions are jointly
zero. In panel A for the standard consumption-CAPM the estimate of the time preference coefficient is 8 = 2.76 (standard error 0.93) and the estimate of risk

aversion is y = 127.59 (54.86). In panel B 8 = 3.31 (1.23) and y = 142.08 (58.51). In panel C 3 = 3.30 (1.23) and y = 143.28 (57.59).

Table D2
Euler Equation Errors

Low 2 3 4 5 6 7 8 9 High H-L

A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios

el .26 —-1.72 —.05 72 1.66 51 .61 —-1.25 -.50 —.15 —.40
[.61] [—1.75] [—.07] [.98] [1.70] [.69] [LO7] [—1.12] [—.59] [—.14] [—.41]

10 B/M Portfolios

ef —3.94 —3.20 —1.02 2.74 2.35 3.07 2.51 1.62 .05 —2.73 1.21
[-1.76] [—1.38] [—.66] [1.39] [1.37] [L.11] [1.31] [.59] [.03] [—1.37] [.79]

10 CI Portfolios

el —-.97 —2.71 —.50 93 2.72 3.37 .94 46 —1.02 —1.45 —.49
[—-.51] [—1.95] [—.61] [.96] [1.74] [2.19] [.75] [.78] [—.94] [—1.24] [—.41]

B. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios

& —.04 —.04 .01 —.01 .02 .03 .04 .01 .02 .03 .08
[-1.93] [—1.85] [.76] [—.40] [.95] [1.57] [1.66] [.92] [.80] [1.47] [1.83]
el —6.99 —6.50 —2.12 —1.62 2.60 1.79 2.27 1.48 3.75 5.38 12.37
[-2.24] [—227] [—-149] [—1.06] [1.91] [1.32] [1.82] [.83] [1.74] [2.01] [2.51]

10 B/M Portfolios

& .10 .07 .06 .01 .01 .02 .01 —.01 —.02 —.10 —.20
[2.35] [2.19] [2.07] [.60] [.50] [.85] [.28] [=.31] [—1.19] [—1.99] [—2.39]
et —6.46 —3.83 —2.11 —.04 1.71 2.60 3.54 3.11 1.85 —.58 5.89

[-1.89] [—1.73] [—1.02] [—.02] [.94] [1.21] [1.78] [1.47] [1.14] [—.15] [1.08]

10 CI Portfolios

& .01 —.00 .02 .01 .03 .02 .02 .02 —.02 —.06 —.07
[.34] [—.17] [1.13] [.55] [1.33] [1.06] [.75] [L.O05] [—1.13] [—L77] [—1.36]
ef 1.29 —2.51 —.11 1.86 3.47 3.48 1.12 28 —2.82 —5.32 —6.60
[.49] [—1.56] [—.09] [1.15] [1.97] [1.80] [.88] [21]  [—1.53] [—1.97] [—2.04]
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Note.—Euler equation errors and r-statistics are from one-stage GMM estimation with an identity weighting matrix. In panel A the moment
conditions are E[rS,, — r.,] = 0. The expected return errors are defined as e/ = E,[r{,, — r’. ], in which E,{-] is the sample mean of the series
in brackets. In panel B the moment conditions are E[r;,, — 4%, 1 = 0 and E[(r;,, — E[rj,,)* = (riy, — E[r2,1)*] = 0. The variance errors are
defined as e7” = E[(rS,, — E,[rs.,)*— (rl%, — E,[r,1)*]. The expected return errors are defined as in panel A. In the last column we report
the difference in the expected return errors and the difference in the variance errors between the high and low portfolios, as well as their #-

statistics (in brackets). Expected return errors are in annual percent, and variance errors are in annual decimals.

Table D3
Expected Returns Accounting

A. Characteristics in Levered Investment Returns

Low 2 3 4 5 6 7 8 9 High H-L [ 1
10 SUE Portfolios
L /K, 12 12 A1 11 11 A1 11 A1 11 12 .00 [.70]
Coa/ K )ICIK ) 89 93 96 96 100 101 1.02 1.05 1.07 1.06 17 [4.06]
Yy /K i 1.52 1.52 1.48 147 150  1.58 1.61 1.62 1.65 1.83 31 [5.16]
byt 08 07 .08 .07 08 .08 .08 .08 .08 .08 .00 [.63]
w, 30 29 32 28 28 26 27 27 27 21 —.10 [-5.83]
Ttk 9.44 9.48 9.61 9.81 976  9.53 9.69 945 950 938  —.06 [-.27]
10 B/M Portfolios
IJK, 18 14 13 13 11 A1 .10 .10 .09 08 —.10 [-7.95]
Ui /K MK ) 98 1.00 99 98 100 101 1.01 1.01 1.03 1.02 .04 [.68]
Yy /K 1.95 1.88 1.70 158 145 137 1.30 1.32 1.39 138 —-.57 [-6.77]
S .10 .08 .08 .08 .07 .07 .07 .07 .07 07 —.03 [-501]
W, .08 17 25 24 27 31 34 42 45 53 44 [12.44]
e 8.17 8.01 8.04 812 809 824 832 829 8.33 8.52 35 [1.05]
10 CI Portfolios
LJK, .09 .09 .10 .10 11 12 12 13 14 16 07 [11.06]
U /K VK 1.25 1.20 1.10 1.08  1.04 101 99 93 91 81 —44  [-723]
Y, /K 1.84 1.94 1.85 175 158 1.8 1.72 1.81 1.91 1.89 .05 [.38]
S .08 .07 .07 .07 .07 .07 .08 .07 .07 .08 00 [—.46]
W, 35 27 24 23 25 24 23 23 26 28 —.07 [-259]
e 8.47 8.50 8.33 827 827 823 8.14 813 8.27 844  —.03 [-.15]
B. Expected Return Errors from Comparative Static Experiments
Low 2 3 4 5 6 7 8 9 High H-L m.a.e
10 SUE Portfolios
LJK, —-248  —4.45 17 199 445 180 1.80 1.01 113 —-426 —1.78 2.35
Qi -523 -509 -183 -110 176  1.18 1.80 1.33 336 3.62 8.85 2.62
Yo Kiir -78 —260 —190 —1.10 39 .70 121 =52 .62 3.53 4.31 1.34
w, A3 -135 41 83 1.89 41 44 —123 —65 —146 —1.58 88
10 B/M Portfolios
IJK, —-4206 -21.23 —1222 —431 469 1098 17.07 21.19 3053 4817 9023  21.25
Qs -1.92 —.88 -.26 156 211 277 2.91 134 —-96 —406 —2.14 1.87
Y, /Ko .16 .76 126 293 92 14 —163 -263 -265 —633 —6.49 1.94
w, -6.00 -520 —168 166 219  2.63 337 4.03 334 558 1158 3.57
10 CI Portfolios
IJK, 2.86 —.40 1.03 206 3.50 3.8 07 -89 =301 -567 —853 2.26
Gl 73 —150 10 139 297 341 82 —29 -—201 —387 —4.60 171
YK e 57 -25 17 54 —44 40 -5 67 69 09 —48 40
w, 180  -2.32 -.93 36 261 326 62 —02  -71  -91 -—271 1.35
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Note.—Panel A reports the averages of investment-to-capital, /,/K,,, future investment growth, (1, /K, )/(I,/K,), sales-to-capital, ¥,,.,/K, ., the depreciation
rate, 8, ,, market leverage, w,, and corporate bond returns in annual percent, r”, ,, for all the testing portfolios. The column H—L reports the average differences
between high and low portfolios and the column [#,_, ] reports the heteroscedasticity- and autocorrelation-consistent z-statistics for the test that the differences equal
zero. Panel B performs four comparative static experiments denoted 1,/K,,, q,,,,/q,, Y, /K, ,,» and W,,, in which ¢,,,/q, = [1 +( — 7, )all, /K, )I/[1+(1—
7,)a(l,/K,)]. In the experiment denoted Y,,,,/K,,,,, we set Y, /K, for a given set of 10 portfolios, indexed by i, to be its cross-sectional average in #+ 1. We
then use the parameters reported in panel A of table 2 in the paper to reconstruct the levered investment returns, while keeping all the other characteristics unchanged.
The other three experiments are designed analogously. We report the expected return errors defined as ef = E,{r;,, — ri%,] for the testing portfolios, the high-
minus-low portfolios and the mean absolute value of ¢/ (m.a.e.).

Table D4
Correlations
Low 2 3 4 5 6 7 8 9 High All

A. 10 SUE Portfolios

oy, D) —.28 -.19  -.19 -.15 =21 —-.26 -23 -22 -8 -.26 — 117

o(rs, 1) 22 15 A1 12 01 13 21 A1 .03 14 19%F

o L/l —29 -3 —.14 —14 -24 -.16 -4  —-19 -15 -23 —-.08

oS, L /I,) 18 A1 .07 .04 01 .06 13 08 —.03 —.00 14
B. 10 B/M Portfolios

P -23 -17 =35 —23 -7 —-.12 -24 —-12 —13 =05 —.12%F

oS, 1) .06 04 354 25 23 20 24 .08 23 337 207

oy, L /L) —.14 -.19 —26" —.14 —.06 —-.07 —.28" 00 —.16 —.13 —.15%""

o(r, I\ 11) 12 12 31* 20 17 .04 A2 —.04 26 29 1477
C. 10 CI Portfolios

PGk, 1) 22 00 —.30" 07 =34 —37"" —31" -30%  -31"  —.307 —.06

o(rs, 1) A4 13 .19 -.19 16 26 27F 26 04 30" 207

oSy I /1) 28" -07 —.26 .05 33%F 347 30" 307 —25 -2 —.04

oS, Lo JI) 20 23 .10 —.11 .10 21 14 25 .03 26 1677

Note.—For each testing portfolio we report time-series correlations of stock returns (contemporaneous, r5,,, and one-period-lagged, r;;) with levered

investment returns, r;,, and with investment growth, ,,,/I,. p(-, *) denotes the correlation between the two series in the parentheses. In the last column,
denoted all, we report the correlations and their significance by pooling all the observations for a given set of 10 testing portfolios (SUE, B/M, or CI).
The levered investment returns are constructed using the parameters in panel A of table 2 in the paper.

* Significant at the 10 percent level.

** Significant at the 5 percent level.

*** Significant at the 1 percent level.

Table D5
Parameter Estimates and Tests of
Overidentification from the Second-Stage GMM

SUE B/M CI

A. Matching Expected Returns

a 8.66 23.17 112

[1.20] [16.49] [.31]

o 30 54 20

[.03] [.20] Lo1]

X 445 293.31 7.39
df. 8 8 8

p 82 .00 50

m.a.e. 2.87 242 1.47

B. Matching Expected Returns and

Variances
a 29.37 11.20 16.13
[4.17] [1.10] [2.06]
o .61 34 .36
[.06] [.01] [.03]
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X3, 6.85 7.53 7.46
df.(2) 8 8 8

p(2) 55 48 49
m.a.e.(2) 02 04 02
X 6.98 6.60 7.19
df(1) 8 8 8

p(1) 54 58 52
m.a.e.(1) 3.46 2.59 221
X 727 8.25 8.50
df. 18 18 18

p 99 98 97

Note.—Estimates and tests are from the second-stage GMM estimation
with the two-step weighting matrix. In panel A the moment conditions
are E[rj,, —rl.,] =0. a is the adjustment cost parameter and o is
capital’s share. Their standard errors are reported in brackets beneath
the estimates. x? is the statistic from the second-stage GMM that the
moment conditions are jointly zero. d.f. is the degrees of freedom, and
p is the p-value associated with the test. m.a.e. is the mean absolute
error, E,[ry,, —ri%,], in which E,[-] is the sample mean of the series
in brackets, in annual percent across a given set of testing portfolios. In
panel B the moment conditions are E[r},, —r,] =0 and E[(r,, —
Elr; )= (i, — E[ri%, 1?1 = 0. x5, d.£.(2), and p(2) are the statistic,
degrees of freedom, and p-value for the x* test that the variance errors,
defined as E,[(rS,, — E,r$, > — (rly, — E[r%,1)*]), are jointly zero.
m.a.e.(2) is the mean absolute error in annual decimals. 7, d.f.(1), and
p(1) are the statistic, degrees of freedom, and p-value for the x> test
that the expected return errors, defined in the same way as in panel A,
are jointly zero. m.a.e.(1) is the mean absolute expected return error in
annual percent. x?, d.f., and p are the statistic, degrees of freedom, and
p-value of the test that both the expected return errors and the variance
errors are jointly zero.

Table D6
Euler Equation Errors from the Second-Stage GMM
Low 2 3 4 5 6 7 8 9 High H-L
A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios
el 3.57 1.33 2.92 3.55 4.40 3.28 3.39 1.45 2.18 2.59 —.98
[1.35] [.70] [1.21] [1.46] [1.66] [1.31] [1.55] [.68] [1.34] [1.71] [—.51]
10 B/M Portfolios
el —4.64 —4.09 —1.96 1.90 1.44 2.11 1.48 .36 —1.48 —4.75 —.12
[—1.38] [—.98] [—.92] [.70] [.61] [.99] [.65] [.07] [—.48] [—.75] [—.02]
10 CI Portfolios
el -.33 —2.09 15 1.56 3.33 4.03 1.68 1.33 —.02 —.15 17
[—.14] [—.76] [.06] [.67] [1.21] [1.60] [1.06] [.85] [—.01] [—.07] [.12]
. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios
ef —.05 —.04 .01 —.01 .02 .03 .04 .01 .02 .03 .08
[—1.33] [—1.34] [.25] [—.28] [.92] [1.13] [L.11] [.37] [.42] [.84] [2.18]
el —6.98 —6.49 -2.10 —1.61 2.61 1.81 2.28 1.50 3.77 5.41 12.39
[-1.47] [-1.74] [—.62] [—.45] [.72] [.47] [.71] [.51] [.99] [1.41] [2.45]
10 B/M Portfolios
e? .10 .08 .06 .02 .02 .02 .01 —.01 -.02 —-.10 -.20
[2.24] [1.70] [1.58] [.41] [.35] [.52] [.22] [—.20] [-.57] [—143] [—2.35]
el —6.49 —3.84 —2.11 -.02 1.73 2.63 3.58 3.15 1.92 —.44 6.04
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[-1.77] [—1.19] [—.71] [—.01] [.54] [.90] [1.40] [.83] [.62] [—.07] [1.03]

10 CI Portfolios

e’ .01 .00 .02 .01 .03 .02 .02 .02 —.02 —.06 —.07
[.57] [—.13] [.76] [.37] [.99] [.59] [.50] [77]  [—.64] [—1.17] [—1.45]
et 1.14 —2.63 —.22 1.76 3.37 3.39 1.02 18 —2.92 —5.42 —6.56

[.22] [—.76] [—.06] [.45] [.95] [1.10] [.46] [.09] [—.81] [—1.34] [—1.56]

Note.—Euler equation errors and #-statistics (in brackets) are from the second-stage GMM estimation with the two-step weighting matrix.
In panel A the moment conditions are E[rj,, — ri,] = 0. The expected return errors are defined as ef = E,[r;,, — riy,], in which E,[-] is
the sample mean of the series in brackets. In panel B the moment conditions are E[r;,, —r 1 =0 and E[(r]., — El[rj,,])> — (rit, —
E[r, 1] = 0. The variance errors are defined as e/ = E,[(rS,, — E,[r5,,1)> — (r, — E,[r™ 1)*]. The expected return errors are defined
as in panel A. In the last column we report the difference in the expected return errors and the difference in the variance errors between
the high and low portfolios, as well as their f-statistics. Expected return errors are in annual percent, and variance errors are in annual

decimals.

Table D7

Parameter Estimates and Tests of
Overidentification, the Market Value of Debt per
the Bernanke and Campbell (1988) Algorithm

SUE B/M CI

A. Matching Expected Returns

a 791 23.31 1.03
[1.85] [30.52] [.30]
o 33 Sl 21
[.03] [.37] [.02]
X’ 4.85 5.66 6.81
df. 8 8 8
p 77 .69 .56
m.a.e. 74 2.49 1.42
B. Matching Expected Returns and
Variances
a 30.99 10.27 17.93
[18.48] [4.13] [6.90]
o .64 32 .38
[.30] [.06] [.09]
X&) 5.58 6.50 6.38
d.f.(2) 8 8 8
p(2) .70 .59 .60
m.a.e.(2) .02 .05 .02
X 5.68 5.85 6.32
d.f.(1) 8 8 8
p(1) .68 .66 .61
m.a.e.(1) 3.50 3.30 2.03
X’ 5.77 7.07 6.91
d.f. 18 18 18
p 1.00 .99 .99
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Note.—We measure the market value of debt, B, per the Bernanke
and Campbell (1988) algorithm. Estimates and tests are from the first-
stage GMM estimation with an identity weighting matrix. In panel A
the moment conditions are E[ry , —rit, ] = 0. a is the adjustment cost
parameter and « is capital’s share. Their standard errors are reported in
brackets beneath the estimates. x? is the statistic from the first-stage
GMM that the moment conditions are jointly zero. d.f. is the degrees of
freedom, and p is the p-value associated with the test. m.a.e. is the mean
absolute error, E,[r;,, — it 1, in which E,[ -] is the sample mean of the
series in brackets, in annual percent across a given set of testing
portfolios. In panel B the moment conditions are E[r;,, — rt,] = 0 and
E[(rS,, — Elr3. D = (2, = E[r D] = 0. x, d.£.(2), and p(2) are the
statistic, degrees of freedom, and p-value for the x test that the variance
errors, defined as E [(r),, — E Iy, 1)* — (rit, — E, [, 1)*], are jointly
zero. m.a.e.(2) is the mean absolute variance error in annual decimals.
Xay d.f.(1), and p(1) are the statistic, degrees of freedom, and p-value
for the x? test that the expected return errors, defined in the same way
as in panel A, are jointly zero. m.a.e.(1) is the mean absolute expected
return error in annual percent. x>, d.f., and p are the statistic, degrees of
freedom, and p-value of the test that both the expected return errors and
the variance errors are jointly zero.

Table D8
Euler Equation Errors, the Market Value of Debt per the Bernanke and Campbell (1988)
Algorithm
Low 2 3 4 5 6 7 8 9 High H-L
A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios
el .30 —1.81 —-.06 .80 1.70 43 .52 —-1.24 -.51 —.08 —.38
[.78] [—1.85] [—.10] [1.12] [1.68] [.61] [1.19] [—1.21] [—.74] [—.08] [—.46]
10 B/M Portfolios
4 —4.13 —3.00 -.59 2.54 2.50 3.47 1.88 2.32 1.00 —3.47 .67
[-1.81] [—1.35] [—.44] [1.25] [1.52] [1.24] [1.10] [.83] [.50] [—1.43] [.37]
10 CI Portfolios
e -.57 —2.88 -.57 74 2.71 3.22 1.12 .14 =72 —1.55 -.99
[—.39] [—2.11] [—.83] [.83] [1.98] [2.21] [.86] [.21] [-.75] [—1.63] [—.92]
B. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios
e —.04 -.03 .01 —.01 .01 .03 .04 .01 .02 .03 .06
[-1.84] [—1.79] [.84] [—.57] [.53] [1.54] [1.71] [.63] [.92] [1.34] [1.75]
e —6.67 —6.76 —2.46 —1.63 2.60 1.74 2.27 1.56 371 5.56 12.23
[—2.24] [—2.30] [—1.67] [—1.10] [1.99] [1.37] [1.83] [.84] [1.77] [2.05] [2.29]
10 B/M Portfolios
e’ .10 .07 .07 .04 .03 .02 .05 .02 .00 —.13 -.23
[2.36] [2.00] [1.96] [1.24] [.83] [.99] [1.41] [.64] [—.03] [—1.87] [—2.18]
e —6.18 —3.14 —1.48 95 2.06 3.62 4.09 4.32 4.11 -3.02 3.16
[-1.69] [—1.31] [—.74] [47] [1.20] [1.72] [1.73] [1.69] [1.70] [—.52] [.40]
10 CI Portfolios
el .02 —.01 .02 .01 .03 .01 .02 .01 —.02 —.05 -.07
[.81] [—.62] [1.07] [.42] [1.25] [.62] [.84] [.58] [—1.13] [—1.75] [—1.45]
4 -.02 —2.50 .05 1.93 3.46 3.69 1.51 .05 —2.49 —4.63 —4.60
[-.01] [—1.53] [.04] [1.091 [2.10] [1.81] [1.12] [.04] [—1.46] [—1.95] [—1.28]
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Note.—We measure the market value of debt, B,, per the Bernanke and Campbell (1988) algorithm. Euler equation errors and z-statistics (in
brackets) are from the first-stage GMM estimation with an identity weighting matrix. In panel A the moment conditions are E[r,, —r,] =
0. The expected return errors are defined as ef = E,[r;,, — riy,], in which E,[-] is the sample mean of the series in brackets. In panel B the
moment conditions are E[rS,,—r/ 1=0 and E[(r,, —E[r, 1)>— (r,—E[r’,1)*] = 0. The variance errors are defined as e/ =
EJ(ri. = E[ri. 1)?— (r2, — E[rl 1)*]. The expected return errors are defined as in panel A. In the last column we report the difference in
the expected return errors and the difference in the variance errors between the high and low portfolios, as well as their #-statistics. Expected
return errors are in annual percent, and variance errors are in annual decimals.

Table D9
Parameter Estimates and Tests of
Overidentification, Value-Weighted Returns

SUE B/M CI

A. Matching Expected Returns

a .50 8.11 1.18
[.41] [5.44] [.40]
ot 18 27 .16
[.03] [.06] [.02]
x> 5.36 6.16 5.85
d.f. 8 8 8
p 12 .63 .66
m.a.e. 1.03 1.37 1.11
B. Matching Expected Returns and
Variances
a 28.42 8.33 13.05
[10.88] [2.06] [3.41]
1o 44 25 25
[.16] [.04] [.05]
X 3.59 4.69 6.49
d.f.(2) 8 8 8
p(2) .89 19 .59
m.a.e.(2) .02 .03 .03
Xy 3.30 3.11 3.44
d.f.(1) 8 8 8
p(D) 91 93 .90
m.a.e.(1) 1.30 1.69 2.23
x> 3.88 6.39 6.01
d.f. 18 18 18
P 1.00 99 1.00

Note.—We value-weight all portfolio stock returns, r;, and corporate
bond returns, r7. Estimates and tests are from the one-stage GMM
estimation with an identity weighting matrix. In panel A the moment
conditions are E[rj,, —ri%,]1 = 0. a is the adjustment cost parameter
and « is capital’s share. Their standard errors are reported in brackets
beneath the estimates. x* is the statistic from the second-stage GMM
that the moment conditions are jointly zero. d.f. is the degrees of
freedom, and p is the p-value associated with the test. m.a.e. is the mean
absolute error, E,[r;,, —r}%,], in which E,[-] is the sample mean of
the series in brackets, in annual percent across a given set of testing
portfolios. In panel B the moment conditions are E[rS,, — ri%,] = 0 and
El(rS., — Elr3,\ 1 = (4, = EIr D] = 0. x4, d.£(2), and p(2) are
the statistic, degrees of freedom, and p-value for the x* test that the
variance errors, defined as E,[(rf,, — E/[rf,, )’ = (i, — E,{r%, 1],
are jointly zero. m.a.e.(2) is the mean absolute variance error in annual
decimals. xf,J, d.f.(1), and p(1) are the statistic, degrees of freedom, and
p-value for the x? test that the expected return errors, defined in the
same way as in Panel A, are jointly zero. m.a.e.(1) is the mean absolute
expected return error in annual percent. x?, d.f., and p are the statistic,
degrees of freedom, and p-value of the test that both the expected return
errors and the variance errors are jointly zero.
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Table D10
Euler Equation Errors, Value-Weighted Returns
Low 2 3 4 5 6 7 8 9 High H-L
A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios
el .88 —1.29 .38 —.34 32 —.64 1.67 -1.52 1.87 -1.35 —2.23
[1.66] [—1.38] [.571 [—.38] [.35] [—.60] [1.84] [—1.75] [1.97] [—1.27] [—191]
10 B/M Portfolios
el —.77 —1.41 —.96 .39 .09 1.88 321 1.39 71 —2.86 —2.09
[—.42] [—.94] [-.97] [.31] [.07] [.90] [2.01] [.63] [.38] [—1.65] [—1.27]
10 CI Portfolios
el —1.45 —2.00 1.43 1.50 1.23 2.01 .02 .01 —.41 —1.07 .38
[-.70] [—1.64] [1.01] [1.04] [1.04] [1.04] [.02] [.01] [—.32] [—.80] [.27]
B. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios
e’ —.03 —.02 .01 —.01 .01 .02 .03 .00 .01 .04 .07
[-1.39] [—1.26] [.80] [—.87] [.53] [.80] [1.84] [—.50] [.51] [1.89] [1.86]
el —.64 —2.78 —.18 —1.33 .70 .00 2.18 —1.55 2.49 1.09 1.74
[-47] [—-1.65] [—.21] [—.80] [.57] [.00] [1.76] [—1.13] [1.52] [.66] [.89]
10 B/M Portfolios
e’ .06 .05 .05 .02 .02 .02 .01 —.01 —.02 —.08 —.14
[2.11] [2.14] [2.26] [.93] [.95] [1.09] [.66] [-.52] [—1.38] [—1.93] [—2.13]
el —1.81 —1.36 —1.10 —1.17 .02 1.58 3.67 2.02 1.80 —2.34 —.53
[—.84] [-.791 [=.77] [—.65] [.01] [.81] [1.94] [1.05] [.92] [—1.05] [—.18]
10 CI Portfolios
el —.01 .00 .04 .03 .03 .03 .02 .02 -.03 —.06 —.05
[—.32] [.09] [1.72] [1.12]  [1.32] [1.76] [1.19] [1.26] [—1.80] [—1.73] [—1.54]
el 1.98 -.91 2.32 2.79 1.94 1.77 -.32 —.96 —2.96 —6.33 —8.31
[.60] [—.55] [1.17] [1.45] [1.40] [.86] [—.20] [—.52] [—1.45] [—2.13] [—2.11]

Note.— We value-weight all portfolio stock returns, r;

and corporate bond returns, 7,

it

Estimates and tests are from the one-stage GMM

estimation with an identity weighting matrix. In panel A the moment conditions are E[r;,, — ri,,] = 0. The expected return errors are defined

as e = E[r;.,

and E[(rS,, — E[r5, > — (r2, — E[r}%,1)?] = 0. The variance errors are defined as e/” =

Iw

2
i

—rf, 1, in which E,[-] is the sample mean of the series in brackets. In panel B the moment conditions are E[r;,, — ri7,]1 =0
A = Edrio1)® = (rty — Eflri},1)*]. The expected

return errors are defined as in panel A. In the last column we report the difference in the expected return errors and the difference in the variance
errors between the high and low portfolios, as well as their #-statistics. Expected return errors are in annual percent, and variance errors are in
annual decimals.

Table D11

Parameter Estimates and Tests of
Overidentification, Window Length of One in the
Standard Bartlett Kernel

SUE B/M CI

A. Matching Expected Returns

a 7.68 22.34 97
[2.35] [25.74] [.42]
o 32 .50 21
[.04] [.29] [.02]
X’ 6.57 7.65 13.94
d.f. 8 8 8

10
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P .58 A7 .08
m.a.e. 74 2.32 1.51
B. Matching Expected Returns and
Variances
a 28.88 11.48 16.23
[17.52] [4.30] [6.07]
el .61 35 .36
[.27] [.07] [.09]
X&) 9.18 14.20 13.08
d.f.(2) 8 8 8
p(2) 33 .08 11
m.a.e.(2) .03 .04 .02
X 7.50 9.09 6.88
d.f.(1) 8 8 8
p(1) 48 .33 .55
m.a.e.(1) 3.45 2.58 222
x> 10.55 15.52 14.03
d.f. 18 18 18
p 91 .63 73

Note.—Estimates and tests are from the one-stage GMM estimation
with an identity weighting matrix. We use a standard Bartlett kernel with
a window length of one to calculate the optimal weighting matrix when
conducting inferences. In panel A the moment conditions are E[r;,, —
ri, 1 =0. a is the adjustment cost parameter and « is capital’s share.
Their standard errors are reported in brackets beneath the estimates.
X7 is the statistic from the second-stage GMM that the moment conditions
are jointly zero. d.f. is the degrees of freedom, and p is the p-value
associated with the test. m.a.e. is the mean absolute error, E [r;,, —
rav,], in which E,[] is the sample mean of the series in brackets, in
annual percent across a given set of testing portfolios. In panel B the
moment conditions are E[ri,, —r™,1=0 and E[(r],, — E[rS. 1)’ —
(rty = E[r,1)*] = 0. x5y, d.£.(2), and p(2) are the statistic, degrees of
freedom, and p-value for the x? test that the variance errors, defined as
E{(riie = Eflri 1) = (rfy = Eq[rit,1)?), are jointly zero. m.a.e.(2) is
the mean absolute variance error in annual decimals. x7,, d.f.(1), and
p(1) are the statistic, degrees of freedom, and p-value for the x test that
the expected return errors, defined in the same way as in panel A, are
jointly zero. m.a.e.(1) is mean absolute expected return error in annual
percent. x?, d.f., and p are the statistic, degrees of freedom, and p-value
of the test that both the expected return errors and the variance errors
are jointly zero.

Table D12
Euler Equation Errors, Window Length of One in the Standard Bartlett Kernel
Low 2 3 4 5 6 7 8 9 High H-L
A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios
et .26 —-1.72 —.05 12 1.66 51 .61 —1.25 —.50 —.15 —.40
[.56] [—2.14] [—.07] [.99] [1.68] [.58] [.73] [—1.39] [—.52] [—.14] [—.44]
10 B/M Portfolios
el —3.94 —-3.20 —1.02 2.74 2.35 3.07 2.51 1.62 .05 —2.73 1.21
[—1.87] [—1.72] [—.70] [L.75] [L45] [L30] [L.22] [.56] [.03] [—1.34] [.75]
10 CI Portfolios
el —-.97 —-2.71 —.50 93 2.72 3.37 94 46 —1.02 —1.45 —.49
[—.62] [—2.58] [—.60] [1.01] [2.20] [2.94] [.99] [.56] [—.83] [—1.42] [—.46]

11
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B. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios

e’ —.04 —.04 .01 —.01 .02 .03 .04 .01 .02 .03 .08
[—2.04] [—2.00] [.60] [—.39] [1.18] [1.49] [1.84] [.66] [.79] [1.66] [2.13]
et —6.99 —6.50 —2.12 —1.62 2.60 1.79 2.27 1.48 3.75 5.38 12.37
[—2.04] [—254] [—1.44] [-.75]1 [1.62] [.86] [1.29] [.77] [1.56] [1.94] [2.40]

10 B/M Portfolios

ey .10 .07 .06 .01 .01 .02 .01 —.01 —.02 —.10 —.20
[3.45] [2.84] [2.58] [.61] [.59] [.88] [.27] [-.33] [—1.00] [—2.58] [—3.40]

et —6.46 —3.83 —2.11 —.04 1.71 2.60 3.54 3.11 1.85 —.58 5.89
[—2.14] [—1.62] [-93] [—.02] [.74]  [1.13] [1.49] [1.19] [.73] [—.13] [1.00]

10 CI Portfolios

e’ .01 .00 .02 .01 .03 .02 .02 .02 —.02 —.06 —.07
[.34] [—.18] [1.26] [.56] [lL.64] [1.22] [.84] [1.01] [-98] [—2.01] [—141]
el 1.29 —2.51 —.11 1.86 3.47 3.48 1.12 28 —2.82 —5.32 —6.60
[42]  [—1.12] [—.05] [1.04] [1.93] [1.91] [.75] [.16] [—1.11] [—1.49] [—1.31]

Note.—Estimates and tests are from the one-stage GMM estimation with an identity weighting matrix. We use a standard Bartlett kernel
with a window length of one to calculate the optimal weighting matrix when conducting inferences. In panel A the moments are E[r,, —
i1 = 0. The expected return errors are defined as ¢f = E,[r;,, — r¥,], in which E,[ -] is the sample mean of the series in brackets. In panel
B the moment conditions are E[r{,, — /] =0 and E[(r}., — E[rS,,1)> — (r%, — E[r!%,1)*] = 0. The variance errors are defined as e/’ =
E(rs, —E[rs. 1) — (r2, — E[r! 1)*]. The expected return errors are defined as in panel A. In the last column we report the difference in
the expected return errors and the difference in the variance errors between the high and low portfolios, and their #-statistics. Expected return

errors are in annual percent, and variance errors are in annual decimals.

Table D13

Parameter Estimates and Tests of
Overidentification, Window Length of 10 in the
Standard Bartlett Kernel

SUE B/M CI

A. Matching Expected Returns

a 7.68 22.34 97
[1.51] [24.41] [.30]
a 32 .50 21
[.03] [.29] [.01]
X2 70 4.18 3.99
df. 8 8 8
p 1.00 .84 .86
m.a.e. 74 2.32 1.51

B. Matching Expected Returns and

Variances
a 28.88 11.48 16.23
[11.54] [4.24] [4.22]
o .61 35 .36
[.20] [.06] [.06]
X&) 3.08 3.44 3.38
d.f.(2) 8 8 8
p(2) .93 .90 91
m.a.e.(2) .03 .04 .02
X 3.23 3.16 2.83
d.f.(1) 8 8 8
p(1) 92 92 95
m.a.e.(1) 3.45 2.58 2.22

12
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x> 2.79 3.42 3.96
df. 18 18 18
p 1.00 1.00 1.00

Note.—Estimates and tests are from the one-stage GMM estimation
with an identity weighting matrix. We use a standard Bartlett kernel with
a window length of 10 to calculate the optimal weighting matrix when
conducting inferences. In panel A the moment conditions are E[r;,, —
rit 1 =0. a is the adjustment cost parameter and « is capital’s share.
Their standard errors are reported in brackets beneath the estimates.
X7 is the statistic from the second-stage GMM that the moment conditions
are jointly zero. d.f. is the degrees of freedom, and p is the p-value
associated with the test. m.a.e. is the mean absolute error, E[r;,, —
ri,1, in which E,[-] is the sample mean of the series in brackets, in
annual percent across a given set of testing portfolios. In panel B the
moment conditions are E[rS,, —r™ 1=0 and E[(r],, — E[rS. ])*—
(rity — Elr,D?]1 = 0. x5, d.£.(2), and p(2) are the statistic, degrees of
freedom, and p-value for the x* test that the variance errors, defined as
Ef(r,, = Eqlrg, * = (i, — Efri, )%, are jointly zero. m.a.e.(2) is
the mean absolute variance error in annual decimals. x(), d.f.(1), and
p(1) are the statistic, degrees of freedom, and p-value for the x? test that
the expected return errors, defined in the same way as in panel A, are
jointly zero. m.a.e.(1) is the mean absolute expected return error in annual
percent. x?, d.f., and p are the statistic, degrees of freedom, and p-value
of the test that both the expected return errors and the variance errors
are jointly zero.

Table D14
Euler Equation Errors, Window Length of 10 in the Standard Bartlett Kernel
Low 2 3 4 5 6 7 8 9 High H-L
A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios
el .26 —-1.72 —.05 72 1.66 S1 .61 -1.25 —.50 —.15 —.40
[.82] [—1.53] [—.12] [.96] [1.43] [.86] [.90] [-1.07] [—.59] [—.20] [—.49]
10 B/M Portfolios
el —3.94 —3.20 —1.02 2.74 2.35 3.07 2.51 1.62 .05 —2.73 1.21
[—1.51] [—1.39] [—.78] [1.15] [1.34] [l.16] [1.28] [.59] [.03] [—1.20] [1.01]
10 CI Portfolios
el -.97 —2.71 —.50 .93 2.72 3.37 .94 46 —1.02 —1.45 —.49
[-.50] [—1.60] [—.59] [1.04] [1.58] [1.69] [.76] [.90] [—1.01] [—1.10] [—.46]
B. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios
e’ —.04 —.04 .01 —.01 .02 .03 .04 .01 .02 .03 .08
[-1.65] [—1.57] [.88] [—.36] [.85] [1.41] [1.43] [.95] [.69] [1.34] [1.52]
el —6.99 —6.50 —2.12 -1.62 2.60 1.79 2.27 1.48 3.75 5.38 12.37
[-1.78] [-1.76] [—1.25] [—1.12] [lL.66] [1.25] [1.73] [.87] [1.53] [1.64] [1.80]
10 B/M Portfolios
e’ .10 .07 .06 .01 .01 .02 .01 —.01 -.02 —-.10 -.20
[1.83] [1.83] [1.73] [.81] [.47] [.90] [.31] [—47] [-136] [—1.69] [—1.83]
el —6.46 —3.83 —-2.11 —.04 1.71 2.60 3.54 3.11 1.85 —.58 5.89
[-1.55] [—1.58] [—1.06] [—.02] [.91] [1.37] [1.65] [1.40] [1.27] [—.14] [.98]
10 CI Portfolios
e’ .01 .00 .02 .01 .03 .02 .02 .02 -.02 —.06 -.07
[.34] [—.15] [1.09] [.51]1 [1.47] [1.04] [.67] [1.06] [—1.46] [—142] [—1.11]
el 1.29 —2.51 —.11 1.86 3.47 3.48 1.12 28 -2.82 —5.32 —6.60
[.63] [—1.57] [—.10] [1.36] [1.66] [1.67] [.97] [28] [—1.63] [—-1.69] [—1.97]
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Note.—Estimates and tests are from the one-stage GMM estimation with an identity weighting matrix. We use a standard Bartlett kernel with
a window length of 10 to calculate the optimal weighting matrix when conducting inferences. In panel A the moments are E[r5,, —ri ] = 0.
The expected return errors are defined as ef = E,[r;,, — ri; 1, in which E,[] is the sample mean of the series in brackets. In panel B the
moment conditions are E[rS,,—r/ 1=0 and E[(r,, —E[r, 1)>— (r,—E[r’,1)*] = 0. The variance errors are defined as e/ =
EJ(ri. = E[ri. 1)?— (r2, — E[rl 1)*]. The expected return errors are defined as in panel A. In the last column we report the difference in
the expected return errors and the difference in the variance errors between the high and low portfolios, and their #-statistics. Expected return
errors are in annual percent, and variance errors are in annual decimals.

Table D15
Parameter Estimates and Tests of
Overidentification, an Alternative Measure of

Capital
SUE B/M CI
A. Matching Expected Returns
a 3.68 8.21 41
[.92] [7.88] [.16]
o .20 .26 .14
[.02] [.10] [.01]
x> 3.94 6.33 6.20
df. 8 8 8
p .86 .61 .63
m.a.e. .67 2.48 1.46
B. Matching Expected Returns and
Variances
a 13.32 5.58 8.10
[7.05] [2.27] [2.48]
o 34 22 23
[.13] [.04] [.04]
X&) 4.99 6.25 5.05
df.(2) 8 8 8
p(2) .76 .62 5
m.a.e.(2) .03 .04 .02
X 5.24 5.11 6.00
d.f.(1) 8 8 8
p(1) 73 5 .65
m.a.e.(1) 3.35 3.08 2.45
x> 6.28 6.80 6.09
df. 18 18 18
p 1.00 .99 1.00

14



App. D from Liu et al., “Investment-Based Expected Stock Returns”

Note.—Estimates and tests are from the one-stage GMM estimation
with an identity weighting matrix. We measure the capital stock, K,
as net property, plant, and equipment (Compustat annual item 7). In
panel A the moment conditions are E[r),, —rl ]1=0. a is the
adjustment cost parameter and « is capital’s share. Their standard errors
are reported in brackets beneath the estimates. x* is the statistic from
the second-stage GMM that the moment conditions are jointly zero.
d.f. is the degrees of freedom, and p is the p-value associated with the
test. m.a.e. is the mean absolute error, E,[ri,, — i ], in which
E,[-] is the sample mean of the series in brackets, in annual percent
across a given set of testing portfolios. In panel B the moment
conditions are E[r;,, —r;1,1 =0 and E[(r}., — E[r,,])* — (rjt, —
E[r;t,\1)’1 =0. x%, d.f(2), and p(2) are the statistic, degrees of
freedom, and p-value for the x test that the variance errors, defined
as Ef(ril,, — Ef[ri 1 — (rty — Efri,1)?), are jointly zero. m.a.e.(2)
is the mean absolute variance error in annual decimals. x7), d.f.(1),
and p(1) are the statistic, degrees of freedom, and p-value for the x*
test that the expected return errors, defined in the same way as in panel
A, are jointly zero. m.a.e.(1) is the mean absolute expected return error
in annual percent. x*, d.f., and p are the statistic, degrees of freedom,
and p-value of the test that both the expected return errors and the
variance errors are jointly zero.

Table D16
Euler Equation Errors, an Alternative Measure of Capital

Low 2 3 4 5 6 7 8 9 High H-L

A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios

el .09 —1.47 .24 52 1.50 .61 41 —-1.19 —.50 —.18 —.27
[21] [—1.63] [.30] [.72] [1.50] [.79] [.65] [—1.07] [—.55] [—.18] [—.28]

10 B/M Portfolios

et —3.99 —3.24 —.82 2.81 2.55 3.47 2.72 1.79 —.58 —2.85 1.14
[-1.92] [—1.64] [—.54] [1.53] [1.52] [1.25] [1.38] [.64] [—.32] [—1.27] [.59]

10 CI Portfolios

el 81 —3.39 —1.28 .04 2.53 3.54 .83 14 —1.25 —.80 —1.60
[.38] [—2.02] [—1.46] [.04] [1.39] [1.85] [.55] [.23] [—1.00] [-.59] [—1.13]

B. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios

ey —.05 -.03 .00 .01 .01 .03 .04 .03 .03 .02 .08
[-1.80] [—1.82] [—.17] [.34] [.86] [1.61] [1.53] [1.79] [1.46] [.91] [1.56]
el —6.95 —6.60 —-2.16 —-1.22 2.81 1.53 2.10 1.48 391 4.77 11.72
[=2.25] [—227] [—149] [—.89] [1.99] [1.14] [1.67] [.82] [1.79] [1.97] [2.57]
10 B/M Portfolios
e’ .10 .07 .06 .00 .00 .02 .03 -.02 —.01 —.11 —-.21
[2.29] [1.93] [2.07] [.11] [.11] [.87] [.91] [—.57] [=.74] [-2.01] [—2.37]
e! —6.90 —4.69 —3.28 —.56 2.05 2.84 3.53 3.77 291 .26 7.16
[-2.03] [—1.92] [—1.41] [—.29] [.99] [1.27] [1.80] [1.66] [1.57] [.06] [1.17]
10 CI Portfolios

ej’z .05 —.01 .01 -.01 —.01 —.01 .01 .02 -.02 —.04 -.09
[1.63] [—.73] [.37] [—.28] [—.20] [—.35] [.65] [1.33] [—1.17] [—146] [—1.74]

¢! 3.37 —2.30 —.49 1.40 3.64 3.10 1.15 —.47 —3.65 —4.92 —8.29

[1.21]  [—1.43] [—.36] [.83] [1.71] [1.62] [.82] [-.36] [—1.85] [—1.99] [—2.24]
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Note.—Estimates and tests are from the one-stage GMM estimation with an identity weighting matrix. We measure the capital stock, K,,, as
net property, plant, and equipment (Compustat annual item 7). In panel A the moments are E[r;,, — ri,,] = 0. The expected return errors are
defined as e/ = E,[r;,, —ri7,], in which E,[] is the sample mean of the series in brackets. In panel B the moment conditions are E[r},, —
r 1=0 and E[(rS,, — E[rS,,])>— (%, — E[r}*,1)*] = 0. The variance errors are defined as e!” = E[(rS,, — Elrs,\1)> — (1%, — Elrl D]
The expected return errors are defined as in panel A. In the last column we report the difference in the expected return errors and the difference
in the variance errors between the high and low portfolios, and their #-statistics. Expected return errors are in annual percent, and variance errors

are in annual decimals.

Table D17
Parameter Estimates and Tests of
Overidentification, an Alternative Measure of

Investment
SUE B/M CI
A. Matching Expected Returns
a 8.50 47.10 1.01
[1.84] [93.66] [.29]
o 34 .84 21
[.04] [1.19] [.02]
x> 4.86 5.78 6.56
df. 8 8 8
p 77 .67 .59
m.a.e. .76 1.99 1.50
B. Matching Expected Returns and
Variances
a 27.42 11.50 16.94
[16.54] [5.10] [6.67]
o .60 35 .38
[.28] [.08] [.09]
X&) 4.56 6.09 6.40
d.f.(2) 8 8 8
p(2) .80 .64 .60
m.a.e.(2) .02 .04 .02
X 522 4.48 4.74
d.f.(1) 8 8 8
p(1) 73 .81 .79
m.a.e.(1) 3.39 2.50 2.16
x> 5.12 6.22 22.61
df. 18 18 18
p 1.00 1.00 21
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Note.—Estimates and tests are from the one-stage GMM estimation
with an identity weighting matrix. We measure investment, /,,, as capital
expenditures (Compustat annual item 128). In panel A the moment
conditions are E[r;,, — i, ] = 0. a is the adjustment cost parameter and
o is capital’s share. Their standard errors are reported in brackets beneath
the estimates. x” is the statistic from the second-stage GMM that the
moment conditions are jointly zero. d.f. is the degrees of freedom, and
p is the p-value associated with the test. m.a.e. is the mean absolute
error, E,[r3,, —ri,1, in which E,[-] is the sample mean of the series
in brackets, in annual percent across a given set of testing portfolios. In
panel B the moment conditions are E[r},, —ri7,]1 =0 and E[(r},, —
Elri ) = (i, — E[r,D?] = 0. x5, d.£.(2), and p(2) are the statistic,
degrees of freedom, and p-value for the x test that the variance errors,
defined as E,[(r;,, — E,[ri. 1> — (ri, — E[rl%,1)?], are jointly zero.
m.a.e.(2) is the mean absolute variance error in annual decimals. Xf,),
d.f.(1), and p(1) are the statistic, degrees of freedom, and p-value for
the x? test that the expected return errors, defined in the same way as
in panel A, are jointly zero. m.a.e.(1) is the mean absolute expected
return error in annual percent. x>, d.f., and p are the statistic, degrees of
freedom, and p-value of the test that both the expected return errors and
the variance errors are jointly zero.

Table D18
Euler Equation Errors, an Alternative Measure of Investment
Low 2 3 4 5 6 7 8 9 High H-L
A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios
e 18 —1.66 -.04 49 1.72 79 .65 -1.57 —.40 -.10 —-.28
[46] [—1.87] [—.04] [.76] [1.74] [1.04] [1.22] [—1.33] [—.49] [—.11] [—.30]
10 B/M Portfolios
e? —3.06 —2.60 .05 2.06 1.29 2.22 2.72 2.47 —.47 —2.95 12
[—1.64] [—1.34] [.04] [1.25] [.66] [.73] [1.29] [.93] [—.21] [—1.19] [.07]
10 CI Portfolios
4 -91 =271 -.59 .87 2.75 3.35 .94 44 -.93 —1.46 -.55
[—.48] [—1.95] [—.72] [.90] [1.77] [2.21] [.76] [.74] [—.84] [—1.24] [—.45]
B. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios
el —.04 —.04 .01 .00 .02 .02 .02 .02 .01 .04 .08
[-1.86] [—1.94] [.79] [—.15] [.96] [1.05] [1.04] [1.13] [.25] [1.58] [1.76]
e —7.09 —6.40 —-1.91 —1.56 2.61 1.75 2.13 1.72 345 5.28 12.37
[-2.23] [—2.26] [—1.33] [—1.03] [1.91] [1.12] [1.68] [1.00] [1.66] [2.01] [2.50]
10 B/M Portfolios
e .10 .07 .06 .01 .01 .02 .01 -.01 —.02 -.10 -.20
[1.83] [1.83] [1.73] [.81] [.47] [.90] [.31] [—.47] [—1.36] [—1.69] [—1.83]
4 —6.46 —3.83 =2.11 —.04 1.71 2.60 3.54 3.11 1.85 —.58 5.89
[-1.55] [—1.58] [—1.06] [—.02] [.91] [1.37] [1.65] [1.40] [1.27] [—.14] [.98]
10 CI Portfolios
e .01 .01 .03 .02 .02 .01 .01 .02 -.03 —.06 -.07
[.32] [.63] [1.49] [.79] [.79] [.50] [.61] [l.16] [—1.94] [—1.83] [—1.44]
el 1.69 —2.09 .02 1.96 322 3.17 .96 .10 —3.13 —5.28 —6.98
[.62] [—1.49] [.02] [1.23] [1.85] [1.73] [.77] [.09] [—1.63] [—2.00] [—2.00]
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Note.—Estimates and tests are from the one-stage GMM estimation with an identity weighting matrix. We measure investment, /,, as capital
expenditures (Compustat annual item 128). In panel A the moments are E[r;,, — ri;,] = 0. The expected return errors are defined as e/ =
Er3,,—ri.1, in which E,[-] is the sample mean of the series in brackets. In panel B the moment conditions are E[rS,, —ri,] =0 and
E[(rS,, — Elr$.\)> — (%, — E[rl* 1)*] = 0. The variance errors are defined as e!” = E[(rS,, — Elrs,,1)> — (2, — E,lr2 1)*]. The expected
return errors are defined as in panel A. In the last column we report the difference in the expected return errors and the difference in the variance
errors between the high and low portfolios, and their #-statistics. Expected return errors are in annual percent, and variance errors are in annual

decimals.

Table D19
Parameter Estimates and Tests of
Overidentification, Time-Invariant Tax Rates

SUE B/M CI

A. Matching Expected Returns

a 3.52 10.31 44
[.80] [11.76] [.12]
1ot 29 44 17
[.03] [.29] [.02]
x> 4.32 5.79 6.57
d.f. 8 8 8
p .83 .67 .58
m.a.e. 75 227 1.59
B. Matching Expected Returns and
Variances
a 12.44 5.17 7.09
[6.95] [2.13] [2.40]
1o 52 .30 31
[.22] [.06] [.06]
X 5.12 6.22 6.05
d.f.(2) 8 8 8
p(2) 15 .62 .64
m.a.e.(2) .02 .04 .02
Xy 5.33 441 491
d.f.(1) 8 8 8
p(D) 12 .82 17
m.a.e.(1) 3.46 2.63 2.26
x> 97.96 6.17 6.45
d.f. 18 18 18
P .00 1.00 .99

Note.—Estimates and tests are from the one-stage GMM estimation
with an identity weighting matrix. We measure the corporate tax rate,
7,41, as its sample mean of 42.3 percent from 1963 to 2005. In panel
A the moment conditions are E[rj,, —rii,]1 = 0. a is the adjustment
cost parameter and « is capital’s share. Their standard errors are reported
in brackets beneath the estimates. x> is the statistic from the second-
stage GMM that the moment conditions are jointly zero. d.f. is the
degrees of freedom, and p is the p-value associated with the test. m.a.e.
is the mean absolute error, E, [r;,, — r2,], in which E,[ -] is the sample
mean of the series in brackets, in annual percent across a given set of
testing portfolios. In panel B the moment conditions are E[r,, —
ri 1= 0 and E[(r5,, — E[r, 1 — (rl%, — Erl, D] = 0. X5, dL(2),
and p(2) are the statistic, degrees of freedom, and p-value for the x*
test that the variance errors, defined as E [(ry,, — E,[rS, 1)>— (r2, —
E,[r%.1)?], are jointly zero. m.a.e.(2) is the mean absolute variance
error in annual decimals. x{,,, d.f.(1), and p(1) are the statistic, degrees
of freedom, and p-value for the x* test that the expected return errors,
defined in the same way as in panel A, are jointly zero. m.a.e.(1) is the
mean absolute expected return error in annual percent. x%, d.f., and p
are the statistic, degrees of freedom, and p-value of the test that both
the expected return errors and the variance errors are jointly zero.
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Table D20
Euler Equation Errors, Time-Invariant Tax Rates
Low 2 3 4 5 6 7 8 9 High H-L
A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios
el 31 —-1.75 —.12 72 1.64 .53 .61 —1.24 —.52 —.09 —.40
[.76] [—1.79] [—.15] [.96] [1.66] [.74] [1.08] [—1.13] [—.63] [—.09] [—.40]
10 B/M Portfolios
el —3.90 —3.32 -.97 2.64 227 2.90 2.41 1.75 -.07 —2.50 1.40
[—1.73] [—1.42] [—.63] [1.33] [1.36] [1.04] [1.25] [.64] [—.04] [—1.30] [.89]
10 CI Portfolios
el -1.17 —2.66 —.48 1.03 2.85 3.55 1.02 49 —1.04 —1.58 —.41
[—.68] [—1.98] [—.59] [1.08] [1.80] [2.32] [.85] [.83] [—.99] [—147] [—.37]
B. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios
e’ —.04 —.04 .00 —.01 .02 .03 .04 .01 .02 .04 .08
[-1.93] [—-1.91] [.36] [—.46] [.811 [1.40] [1.65] [1.05] [.82] [1.61] [1.87]
el —6.89 —6.53 —2.17 —1.58 2.62 1.85 2.27 1.53 3.717 5.40 12.29
[—2.23] [-228] [—1.54] [—1.05] [1.92] [1.37] [1.84] [.85] [1.75] [2.02] [2.51]
10 B/M Portfolios
e’ .10 .07 .06 .01 .01 .02 .01 —.01 -.03 —.10 —.19
[2.36] [2.18] [2.08] [.52] [.51] [.80] [.36] [-26] [-139] [—1.88] [—2.35]
el —6.54 —4.11 —2.21 —.34 1.57 2.48 3.38 3.28 1.93 —.44 6.10
[-1.90] [-1.79] [—1.06] [—.18] [.89] [1.24] [1.71] [1.52] [1.16] [—.12] [1.14]
10 CI Portfolios
el .00 .00 .02 .01 .04 .02 .02 .02 —.02 —.06 —.06
[.11] [.02] [91] [.56] [1.44] [1.33] [.89] [1.05] [—-1.36] [—1.70] [—1.15]
el 1.11 —2.42 —-.16 1.99 3.67 3.67 1.23 24 —2.82 —527 —6.38
[.45] [—1.53] [—.13] [1.20] [2.02] [1.89] [.98] [.18] [—1.56] [—1.99] [—2.04]

Note.—Estimates and tests are from the one-stage GMM estimation with an identity weighting matrix. We measure the corporate tax rate,
7,.., as its sample mean of 42.3 percent from 1963 to 2005. In panel A the moments are E[r,, — ri'.,] = 0. The expected return errors are
defined as ef = E,[r},, —r2,], in which E,[-] is the sample mean of the series in brackets. In panel B the moment conditions are E[r;,, —
riv1 =0 and E[(r§,, — E[r§,\)*— (i, — E[r#%,1)*] = 0. The variance errors are defined as e/” = E,[(rf,, — E,[ri,\ * — (i1, — E,[rl7, D],
The expected return errors are defined as in panel A. In the last column we report the difference in the expected return errors and the difference
in the variance errors between the high and low portfolios, and their #-statistics. Expected return errors are in annual percent, and variance errors
are in annual decimals.

Table D21
Parameter Estimates and Tests of
Overidentification, Portfolio-Specific Tax Rates

SUE B/M CI

A. Matching Expected Returns

a 8.22 15.48 85

[1.79] [17.35] [.30]

a 31 38 19

[.03] [.19] [.02]

X2 4.56 641 6.60
df. 8 8

p 80 60 58
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m.a.e. 73 2.44 1.99
B. Matching Expected Returns and
Variances
a 27.57 10.86 15.57
[15.50] [4.50] [5.39]
o .54 31 32
[.23] [.06] [.07]
X&) 5.17 6.11 5.78
df.(2) 8 8 8
p(2) 74 .64 .67
m.a.e.(2) .03 .04 .02
X 5.25 4.28 5.01
d.f.(1) 8 8 8
p(1) 73 .83 .76
m.a.e.(1) 3.58 2.62 243
x> 5.35 6.15 7.22
df. 18 18 18
p 1.00 1.00 .99

Note.—Estimates and tests are from the one-stage GMM estimation
with an identity weighting matrix. To measure the portfolio-specific
corporate tax rate, 7,,,, we first construct firm-specific tax rates using
the trichotomous variable approach of Graham (1996) and then take the
value-weighted tax rates across all firms within a given portfolio i. In
panel A the moment conditions are E[rj,, —ri,1=0. a is the
adjustment cost parameter and « is capital’s share. Their standard errors
are reported in brackets beneath the estimates. x* is the statistic from
the second-stage GMM that the moment conditions are jointly zero. d.f.
is the degrees of freedom, and p is the p-value associated with the test.
m.a.e. is the mean absolute error, E,[r§ , — ri% ], in which E,[-] is the
sample mean of the series in brackets, in annual percent across a given
set of testing portfolios. In panel B the moment conditions are
ElrS.,—r1=0 and E[(., — E[r, 1) — (i, — ElF, DT = 0.
X&y d.£.(2), and p(2) are the statistic, degrees of freedom, and p-value
for the x> test that the variance errors, defined as E,[(r;,, —
E [ri 1> = (r, — E,[rly 1?1, are jointly zero. m.a.e.(2) is the mean
absolute variance error in annual decimals. x7,), d.f.(1), and p(1) are the
statistic, degrees of freedom, and p-value for the x test that the expected
return errors, defined in the same way as in panel A, are jointly zero.
m.a.e.(1) is the mean absolute expected return error in annual percent.
X7, d.f., and p are the statistic, degrees of freedom, and p-value of the
test that both the expected return errors and the variance errors are jointly
zero.

Table D22
Euler Equation Errors, Portfolio-Specific Tax Rates
Low 2 3 4 5 6 7 8 9 High H-L
A. Euler Equation Errors from Matching Expected Returns
10 SUE Portfolios
el 25 —1.58 -.13 .58 1.46 .58 73 —1.20 =71 .08 -.17
[1 [.61] [—1.76] [—.16] [.80] [1.64] [.76] [1.22] [—1.10] [—.82] [.08] [—.18]
10 B/M Portfolios
e! —4.13 —2.97 =77 2.52 2.27 3.26 2.95 2.18 —.16 —-3.13 1.00
[-1.85] [—1.37] [—.58] [1.30] [1.43] [1.26] [1.54] [.82] [—.12] [—1.56] [.69]
10 CI Portfolios
el -1.93 -3.17 -.15 1.46 3.35 4.09 1.52 1.03 —-.80 —2.38 —.45
[—.96] [—1.94] [—.19] [1.37]  [191] [2.34] [1.10] [1.53] [—.70] [—1.76] [—.36]
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B. Euler Equation Errors from Matching Expected Returns and Variances
10 SUE Portfolios

e -.05 —.04 .01 —.01 .02 .03 .04 .01 .01 .03 .08
[-1.96] [—1.92] [.59] [—.49] [1.04] [1.67] [1.70] [.90] [.67] [1.60] [1.90]
el —-7.21 —6.49 —2.21 -1.77 2.47 1.97 2.52 1.72 3.74 5.69 12.89
[—2.25] [—2.28] [—1.51] [—1.14] [1.90] [1.40] [1.94] [.96] [1.74] [2.04] [2.50]
10 B/M Portfolios
ef’1 .10 .08 .06 .02 .02 .02 .01 —.01 -.02 —.11 -.21
[2.34] [2.24] [2.10] [.74] [.64] [.97] [.34] [=.31] [—1.08] [—2.04] [—241]
e’ —6.03 -3.30 —1.45 .30 1.86 2.95 3.79 345 1.42 —1.64 4.38
[-1.80] [—1.50] [—.71] [.16] [.971 [1.35] [1.82] [1.52] [.87] [—.40] [.79]
10 CI Portfolios

e’ .01 .00 .02 .01 .03 .02 .02 .02 —.02 —-.07 —.08
[.39] [—.10] [1.15] [.551 [1.36] [1.16] [.75] [1.12] [—=1.07] [—1.90] [—1.48]

4 .10 —2.94 22 2.29 4.04 4.14 1.66 .89 —2.40 —5.66 —=5.77
[.04] [—1.69] [.17] [1.37] [2.08] [1.98] [1.21] [.65] [—1.36] [—1.99] [—1.92]

Note.—Estimates and tests are from the one-stage GMM estimation with an identity weighting matrix. To measure the portfolio-specific
corporate tax rate, 7,,,, we first construct firm-specific tax rates using the trichotomous variable approach of Graham (1996) and then take the
value-weighted tax rates across all firms within a given portfolio i. In panel A the moments are E[rj,, — ri,,] = 0. The expected return errors
are defined as ef = E [r),, —ryt,], in which E,[-] is the sample mean of the series in brackets. In panel B the moment conditions are
Elr, —r1=0 and E[(rS,, — E[r$.,])> — (r/*, — E[r™,1)*] = 0. The variance errors are defined as e!” = E[(rS,, — E[rs 1> — (r, —
E,[r.1)*]. The expected return errors are defined as in panel A. In the last column we report the difference in the expected return errors and
the difference in the variance errors between the high and low portfolios and their #-statistics. Expected return errors are in annual percent, and
variance errors are in annual decimals.
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Fig. D1.— Average predicted stock returns versus average realized stock returns, the g-theory model, matching
only expected stock returns, second-stage GMM. Figures Dla, D1b, and Dlc report the results for the 10 SUE
portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. High denotes the high decile and low
denotes the low decile.
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Fig. D2.— Predicted stock return volatilities versus realized stock return volatilities, average predicted stock
returns versus average realized stock returns, the g-theory model, matching expected returns and variances
simultaneously, second-stage GMM. Figures D2a, D2c, and D2e report the volatility plots for the 10 SUE
portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. Figures D2b, D2d, and D2f report the
expected return plots for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively.
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Fig. D3.— Average predicted stock returns versus average realized stock returns, the g-theory model, matching
only expected stock returns, the market value of debt per the Bernanke and Campbell (1988) algorithm. Figures
D3a, D3b, and D3c report the results for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios,
respectively. High denotes the high decile and low denotes the low decile.
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Fig. D4.— Predicted stock return volatilities versus realized stock return volatilities, average predicted stock
returns versus average realized stock returns, the g-theory model, matching expected returns and variances
simultaneously, the market value of debt per the Bernanke and Campbell (1988) algorithm. Figures D4a, D4c,
and D4e report the volatility plots for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios,
respectively. Figures D4b, D4d, and D4f report the expected return plots for the 10 SUE portfolios, the 10 B/M
portfolios, and the 10 CI portfolios, respectively.
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Fig. DS.— Average predicted stock returns versus average realized stock returns, the g-theory model, matching
only expected stock returns, value-weighted returns. Figures D5a, D5b, and DS5c report the results for the 10
SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. High denotes the high decile and
low denotes the low decile.
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Fig. D6.— Predicted stock return volatilities versus realized stock return volatilities, average predicted stock
returns versus average realized stock returns, the g-theory model, matching expected returns and variances
simultaneously, value-weighted returns. Figures D6a, D6c, and D6e report the volatility plots for the 10 SUE
portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. Figures D6b, D6d, and D6f report the
expected return plots for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively.
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Fig. D7.— Average predicted stock returns versus average realized stock returns, the g-theory model, matching
only expected stock returns, an alternative measure of capital. Figures D7a, D7b, and D7c report the results for
the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. High denotes the high
decile and low denotes the low decile.
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Fig. D8.— Predicted stock return volatilities versus realized stock return volatilities, average predicted stock
returns versus average realized stock returns, the g-theory model, matching expected returns and variances
simultaneously, an alternative measure of capital. Figures D8a, D8c, and D8e report the volatility plots for the
10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. Figures D8b, D8d, and D8f
report the expected return plots for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios,
respectively.
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Fig. D9.— Average predicted stock returns versus average realized stock returns, the g-theory model, matching
only expected stock returns, an alternative measure of investment. Figures D9a, D9b, and D9c report the results
for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. High denotes the high

decile and low denotes the low decile.
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Fig. D10.— Predicted stock return volatilities versus realized stock return volatilities, average predicted stock
returns versus average realized stock returns, the g-theory model, matching expected returns and variances
simultaneously, an alternative measure of investment. Figures D10a, D10c, and D10e report the volatility plots
for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. Figures D10b, D104,
and D10f report the expected return plots for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI
portfolios, respectively.
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Fig. D11.— Average predicted stock returns versus average realized stock returns, the g-theory model, matching
only expected stock returns, time-invariant tax rates. Figures D11a, D11b, and D11c report the results for the 10
SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. High denotes the high decile and
low denotes the low decile.
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Fig. D12.— Predicted stock return volatilities versus realized stock return volatilities, average predicted stock
returns versus average realized stock returns, the g-theory model, matching expected returns and variances
simultaneously, time-invariant tax rates. Figures D12a, D12¢, and D12e report the volatility plots for the 10 SUE
portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. Figures D12b, D12d, and D12f report
the expected return plots for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively.
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Fig. D13.— Average predicted stock returns versus average realized stock returns, the g-theory model, matching
only expected stock returns, portfolio-specific tax rates. Figures D13a, D13b, and D13c report the results for the
10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. High denotes the high decile
and low denotes the low decile.
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Fig. D14.— Predicted stock return volatilities versus realized stock return volatilities, average predicted stock
returns versus average realized stock returns, the g-theory model, matching expected returns and variances
simultaneously, portfolio-specific tax rates. Figures D14a, D14c, and D14e report the volatility plots for the 10
SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios, respectively. Figures D14b, D14d, and D14f
report the expected return plots for the 10 SUE portfolios, the 10 B/M portfolios, and the 10 CI portfolios,
respectively.
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